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Long- and short-time analysis of heartbeat sequences: Correlation with mortality risk
in congestive heart failure patients
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We analyzeR R heartbeat sequences with a dynamic model that satisfactorily reproduces both the long- and
the short-time statistical properties of heart beating. These properties are expressed quantitatively by means of
two significant parameters, the scalidfgconcerning the asymptotic effects of long-range correlation, and the
quantity 1— 7 establishing the amount of uncorrelated fluctuations. We find a correlation between the position
in the phase space’(w) of patients with congestive heart failure and their mortality risk.
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The main purpose of this Brief Report is twofold. The first rived from the true experimental signal, the electrocardio-
goal is to afford a firmer theoretical basis to the method ofgram(ECG), by measuring the distance between two nearest
analysis of heartbeating proposed in an earlier publicatiomeighborR pulses. Thus a given valug of the sequence to
[1]. The second goal is to substantiate with more convincingnalyze is the time distance between ftlie and the {
arguments that this method yields an efficient criterion to+1)th pulse. It is called aRR sequence. The sequerdg}
estimate the mortality risk of congestive heart fail0@HF)  can be studied as a new time series, wiglaying the role of
patients. “time.” Moreover, the valueT,, expressed as a function iof

To prove this significant diagnostic property, we illustratewith i>1, can be thought of as a functidift), namely, as a
the relevant clinical data, missing in the earlier publicationfunction of a continuous time variabte
and we limit ourselves to affording only this kind of “experi- ~ The second step of the method of Rif], as shown here
mental” information. For other details, already adequatelyby Fig. 1, is based on dividing the plang,() into horizontal
illustrated in the earlier publication, we refer the interestedstrips of sizes and on recording the lengths of the sojourn
reader to Ref[1]. For this study we considered 13 male CHF times of T(t) in a strip. This resulted in a waiting time dis-
patients, from a study base of 320 subjects, who experiencdfibution ¢(t) that did not agree with the scaling value ob-
cardiac death during a follow-up of 26 montfeverage 19
months, median 22 monthdnclusion criteria were absence Tem
of pulmonary or neurological disease, absence of acute myo- —
cardial infarction or cardiac surgery within the previous six
months, absence of any other disease limiting survival, stable
therapy for at least two weeks, and good quality 24-h Holter
recordings, with an ectopy rate less than 5%. A comparable
number of control subject6l6 patients matching for age,
sex, NYHA clasga functional and therapeutic classification
for prescription of physical activity for cardiac patientand ; ; ;
etiology, was then selected. These latter patients did not ex- 200 400 600 H 800 1000
perience cardiac death after follow-up. All patients had a No.ofbeat K
24-h.HOIter recordmg_ at be_lsellne, together with standard FIG. 1. A sketch of the EM model. The dashed vertical lines
functional evaluation including measurement of left ven-gyejimit the zones of constant slope, of lengtk,, one of which
tricular ejection fraction, peak VO2 ({Fonsumption during  (the one that contained the 200th beatexplicitly indicated by the
effort), and sodium(Na). Finally, RR series for 10 healthy gouble arrow. The horizontal stripes signaled by dotted lines delimit
subjects were taken from tiidonlinear Time Series Analysis the path that the trajectof(t) should follow to remain within the
(NOLTISALIS) archive([2]. same cell. The vertical arrows signal the times of transition from

The signal that we plan to analyze is the sequeliGe, one to another cell, in the case of the laminar region between 600
illustrated by Fig. 2 of Ref[1]. Actually, this signal is de- and 800 beats.
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served numerically by using the method of scaling detectiorturve a totally random fluctuation. The numbers of short-

of Refs.[3,4]. time intervals, and their lenghts, as well, are significantly
We now prove that the numerical results of Rf] can  modified by this additional random fluctuation.

be accounted for very well by means of a model that we call Now, we want to explain why the adoption of the method

the extended memor(EM) model. The real signal(t) is  of statistical analysis, used in R¢fL] and applied again in

obtained by adding uncorrelated noise: this gives the impreshis Brief Report, reveals the existence of the real scaling, in

sion thatT (t) is totally erratic, while it is not. Let us describe spite of the arbitrary coarse-graining method adopted. The

the EM model. First of all, we assume that for a given timetechnique of analysis adopted is that originally proposed in

Tem, the curveT(t) retains a given slope, then it abruptly Refs.[3,4]. It rests on using the trajectories of E@) to

gets a new slope’, for an interval of timer,,,, after which ~ create a diffusion process, and we determine numerically the

a new abrupt transition to a new slopé takes place, for a probability distribution ofx at time t, denoted byp(x,t).

time 7%, and so on. It is evident that the resultiigt) has ~ Then, we evaluate the Shannon entr¢fyof this diffusion

the form of the zigzag curve illustrated in Fig[3]. We shall ~ process. This is the reason why this method of analysis is

refer to the individual straight line intervals of this curve ascalled the diffusion entropyDE) method. As shown in Ref.

laminar regions Any laminar region is associated with its [4], if the sequencé¢;} is ergodic, with mean valug, then

own 7.,. We assign to the waiting time distributiof 7., p(x,t) is expected to fit the scaling property

the inverse power law form

[(rem(v=2)]""" B
Y(Tem=(r—1)—— - (2) P(x= et =5k =5 | “
[<7'em>(V_2)+ Teml
with 2<»<3, where(ry is the average waiting time. with the departure ob from the usual value 0.5 measuring

We have to discuss the EM model in the light of the the complexity of the process. It is straightforward to prove
analysis that will be applied to a real signal, where the lamithat the Shannon entropy
nar regions are not directly observable. To perform the analy-
sis we define a coarse-graining parametand we obtain a w0
new series, namely, S(t)= —f p(x,t)In[ p(x,t)]dx 5)

NO=[T,/s], 2

whereN(® is the coarse-grained time series dafldenotes of a process fitting the scaling condition of He) yields
the integer part of. To help the reader to understand how
the new sequence is created, we note that the prescription of
Eq. (2) is equivalent to dividing theRR axis into cells of
equal sizes. The sequenc®, is replaced by integer numbers WhereA is a constant, whose explicit form is not relevant for
with the same value if the trajectorJ(t) remains in the the ensuing discussion.

same cell. Next, to make our approach as fast and accurate as\We now make the assumption that the timeg, of Eq.
possible, we adopt the walking prescription of Rgf] by (1) are uncorrelated. We shall prove that this assumption
setting the ruleg;=1 whenN{®=N(®, , and&=0 if N®  vields

=Ni(i)1. Finally, we generate several trajectorigabeled

with the indexl) for the variablex; at “time” t, namely, 5 1 @

I+t v—1

x.(t>=; &. (3)

S(t)=A+68In(t), (6)

The DE analysis is made on sequencegpofalues, which
ares dependent. Howevep, is a property of the hidden EM
model, thereby implying that Ed7) is independent of the
coarse-graining. Let us consider first the ideal case where no
short-time randomness is present, and define the distribution
‘probability for the slopex, f(a). We make the simplifying
and plausible hypothesis that this distribution does not have
infinite moments. Note that this restriction does not apply to
Nhe 7 distribution, which has, in fact, slow tails and diverging
moments. During one single trend of acceleration or decel-
feration the position of the walkex(t) is displaced by a
quantity

Note that, for simplicity, we have omitted indicating the de-
pendence 0.

With the help of Fig. 1 we show that the coarse-graining
procedure results in significant correlation, or, equivalently
in many pseudoevents. The double arrow with the lahg|
indicates a typical laminar region of lengtp,,,. The vertical
arrows denote the locations of 1's. For any laminar regio
with slope @, there are approximately,|«|/s time inter-
vals of sojourn within a cell, of duration,=s/|«/|. In other
words, the experimental observation yields a distribution o
times 7. This is determined by the distribution of E({)
but it does not coincide with it. The larger either,, or |«|,
the larger is the number of correlated events. As earlier an- || ®)

ticipated, to simulate the real signal, we add to the zigzag 2= g Tem
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which is the number of times the walker crosses the “boxerated by the short-time zero-centered random fluctuations.
boundaries” defined by the coarse-graining procedure ofhe EM model component yields superdiffusion, while the
{T;}. Consequently, we can write the probability of a dis-random component generates ordinary diffusion. In the

placementz as

)= [[dren” etz Uyt 0

asymptotic limit of very large values a@f the superdiffusion
component, which is faster than the ordinary diffusion, be-
comes predominant, and the DE method again detects the
correct scalings even in the case whe@<b. This means
that the prediction of Eq(7) holds true even when the tra-

In the long-time limit[7] this process becomes indistin- jectory T(t), due to the action of a very strong noise, seems
guishable from a process where a walker, at regular timéo deviate significantly from the behavior prescribed by the

distances of duratiofire), walks by a quantitAx~z, dis-
tributed as

S SAX
I[I(AXx)= —¢< ) (10

|a|<7'em> W

EM model.
We use Eq.(15 to get for the correlation function
Cexpf(t) of the sequencére,,¢ the expressioh9—12

Cexpl(t):pCem(t)'i”(l_p)Crandom(t)’ (16)

Since the function) has a long tail, this latter process, ac- where C..(t) is the correlation function generated by the

cording to the generalized central limit theor¢&, results

zigzag signal anc, ,,q0n(t) is the correlation function gen-

in a Levy flight, which is a stable process with diverging erated by the uncorrelated fluctuations. This means that
central mom_ents. The_: asymptotlc_scall_ng property _of thec,(t) is an inverse-power-law relaxation af,ngon(t) @
walker x(t) is determined by the first diverging fractional relaxation function decaying to zero in one time step. With

moment of the distributiop(z),

<27)=f p(z)z’dz (11
0
The smallest value ofy for which this integral diverges,

called y, defines the scaling via 6= 1/y [8]. Substituting
Eq. (9) into Eq. (11), we obtain

<z7>=f:dzJ:dTemJZdaa(z— a;em) W rem)f(@)2".

(12)
Integrating overz, this result can be written as
<Zy>:( fo ( Tem)Tgdeem) Fs, (13
where
© |a| Y
Fs:f da Y f(a). (14

This means that only the first factor might make ) diver-
gent, thereby implying thayy=v—1 and proving Eq(7).

This also proves that does not depend either on the coarse-

graining parameter s or on the distribution af. This theo-

no loss of generality we assunfes)=(R%) =(75,,p, im-
plying a®+b?=1, and consequentlp=a? and (1—p)
=b?. The parametep can be evaluated by monitoring the
experimental correlation function at the first time step. Ac-
cording to the fact tha, ,40n(t) decays to zero in one step,
while C.(t) is much slower, we immediately obtaip
=Cexpd1). The parameterp depends ors. This is so be-
cause the experimental evaluationmf,(t) is s dependent.
The parametep defines the statistical weight of the EM
component present in the experimental sighél). How-
ever, its dependence amakes its use questionable. Never-
theless, numerical work, not illustrated here, shows that all
curvesp(s) have a bell-shaped form with a clearly defined
maximum, which is referred to by us &s This maximum is
a property independent af In fact, we note that almost all
the healthy patients have their maximum at 30 ms, while
most of the CHF patients have theirs at 20 ms: the parameter
7 is a reliable measure of the intensity of the EM compo-
nent. Consequently, we decided to represent the conditions of
all patients, healthy and CHF alike, in thé, ) plane which
we call thephase planeThe criteria adopted to define the
phase plane make the resulting diagram independent of the
coarse-graining parametsrand the location of any patient
in the plane is an objective property independent of the
coarse graining parameter

Figure 2 illustrates the distribution of patients in the phase
space. As found in Ref.1], the healthy patients occupy a

retical prediction is supported by the results of the numericaProad region in the left top of the phase space, while the

analysis, not shown here.

CHF patients are predominantly distributed along the diago-

The value of§ does not depend on the strength of thenal connecting the right top to the left bottom of the graph,
additive noise perturbing the EM model behavior, either. InWith & small overlap with the healthy region. However, the

fact, the sequencére,,j, detected on the reaRR se-
guences, can be modeled by

Texplt) = aTen(t) +DR(1), (15

with a<1 andb close to 1. The first contribution corre-

sponds to the EM model, and the second té&(h) is gen-

authors of Ref{1] did not have the information necessary to
prove that their approach makes it possible to estimate the
mortality risk. To show this property, let us define the center
of the healthy zone obtained the averaging the parameters of
healthy patients. We denote this point with a white square in
Fig. 2. Then, we rank the CHF patients according to their
distance from the white square. In other words, the first CHF
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FIG. 2. Positions of healthfcircles and CHF(diamond$ sub-
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patients who died, and from now on the patients are either
alive or dead. This suggests that the closer the patient to the
optimal condition the higher the survival probability. To sup-
port this important property in a more rigorous way, this
important property, we used the Mann-Whitney methbgl,
which proved that the probability for the distribution of dead
and alive patients of Fig. 2 to be fortuitous is less than 3%.
Moreover, it is important to remark that the survived pa-
tients corresponding to points in the phase plane far from the
optimal conditions either had a serious pathology, being clas-
sified as NYHA class lli(severe physical limitations, they
are comfortable only at resand therefore required a heart
transplant anyway, or had a very short follow-up tifhess

jef:ts in the phase plane. The w_hite diamonds correspond to pat_ienfﬁan six months It is remarkable that the six live patients
alive after the end of the experiment, and the black ones to patlen%ho do not fit either of the earlier conditions occupy a region

who were either dead or urgently transplanted. The white square

(optimal condition, see textrepresents the average position of
healthy subjects in the plot.

patient is the one with minimum distance from the optimal

overlapping the zone of healthy subjects. The efficiency of
this mortality risk criterion should be checked with a much
larger number of patients. However, this Brief Report sets
the statistical analysis behind it on a solid statistical ground.

condition. Then we observe the remaining patients, and we We gratefully acknowledge financial support from the
rank as second the one with minimum distance from théArmy Research Office through Grant No. DAAD 19-02-

optimal condition, and so on. We find that the first seven0037. We also thank the S. Maugeri Foundation for supply-
patients are alive. The eighth patient belongs to the group dhg the data.
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